
Black box: ground truth bounding box. Heatmap: up-sampled region-sentence score.
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Goal: Find better local 
(region, sentence) 
correspondence

similarity function

image-document score function

permutation-invariant aggregator function

“There is large right-sided 
pneumothorax.” “The left 
lung is hyperinflated with 
evidence of emphysema.”
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{x1, x2, x3},  -1

Idea: Connect contrastive learning with multiple instance learning!

{     ,     ,      }
{     ,     ,      }

{     ,     ,      }
{     ,     ,      }

{x1, …, xN}   {y1, …, yM}

Method: Compute image-document score S({xn}, {ym}) and maximize the likelihood of correctly matched pairs.

Log-Sum-Exp (LSE):

Non-Local (NL):

k is index of the critical region, i.e., 

Fix   be cosine similarity and        be average.

Concrete Instantiation: LSE+NL Abstract Framework

Minimize                                 with 
image-document score vector

Text-to-image Contrastive Loss:

Image Classification on RSNA Pneumonia
- zero-shot or fine-tuned with 1% or 100% of labels.
- ACC is accuracy; AUC is area under curve.
- LSE+NL compares favorably to BioViL[1]

Visual Grounding on MS-CXR
- CNR or contrast-noise ratio is a measure of discrepancy between 
region-sentence scores (heatmap) inside vs. outside the bbox; mIoU 
measures how well the thresholded heatmap overlap with the bbox.
- LSE+NL outperforms BioViL[1] on both measures.

Cross-Modal Retrieval on MS-CXR
- R@K is the fraction of times the correct item was found in the top K 
results; MedR is the median rank of the correct item in the ranked list.
- LSE+NL outperforms BioViL[1] and GLoRIA[2].

[1] Making the Most of Text Semantics to Improve Biomedical 
Vision–Language Processing. 
[2] GLoRIA: A Multimodal Global-Local Representation Learning 
Framework for Label-efficient Medical Image Recognition

Results: Our proposed method LSE+NL achieves state-of-
the-art performance on zero-shot image classification, visual 
grounding, and cross-modal retrieval.

“emphysema” {“emphysema”, “pneumothorax”}

Multiple instance learning Contrastive learning

Contributions
1. Connects contrastive learning with multiple instance learning.
2. A conceptual framework to think about existing contrastive learning approaches.
3. A concrete instantiation, LSE+NL, that achieves strong performance.

Table: Taxonomy of related methods for image-language representation 
learning in out multiple instance learning inspired framework.

Effects of aggregator choice on performance
- Effects image classification much less than other tasks.
- High performance variations within each group. 
- Combination approaches do well on all tasks.
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