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Abstract

This is a high level computer vision paper, which em-

ploys concepts from Natural Language Understanding in

solving the video retrieval problem. Our main contribution

is the utilization of the semantic word similarity measures

(Lin and PMI-IR similarities) for video retrieval. In our

approach, we use trained concept detectors, and the visual

co-occurrence relations between such concepts. We pro-

pose two methods for content-based retrieval of videos: (1)

A method for retrieving a new concept(a concept which is

not known to the system, and no annotation is available) us-

ing semantic word similarity and visual co-occurrence. (2)

A method for retrieval of videos based on their relevance to

a user defined text query using the semantic word similarity

and visual content of videos. For evaluation purposes, we

have mainly used the automatic search and the high level

feature extraction test set of TRECVID’06 benchmark, and

the automatic search test set of TRECVID’07. These two

data sets consist of 250 hours of multilingual news video

captured from American, Arabic, German and Chinese TV

channels. Although our method for retrieving a new con-

cept is an unsupervised method, it outperforms the trained

concept detectors (which are supervised) on 7 out of 20 test

concepts, and overall it performs very close to the trained

detectors. On the other hand, our visual content based se-

mantic retrieval method performs 81% better than the text-

based retrieval method. This shows that using visual con-

tent alone we can obtain significantly good retrieval results.

1. Introduction

Video retrieval–searching and retrieving the videos rel-

evant to a user defined query–is one of the most popular

topics in multimedia research [10, 20, 18, 12]. Most of

the current effective retrieval methods rely on the noisy text

information contained in the videos. With the release of

the LSCOM (Large Scale Concept Ontology for Multime-

dia) [9] lexicon and annotation, a large number of visual

content based semantic concept detectors, which includes

detectors for objects (e.g. car, people), scenes (e.g. office,

outdoor) and events (e.g. walking and marching), have been

developed [28, 8]. These concept detectors are essentially

SVM classifiers trained on visual features e.g. color his-

tograms, edge orientation histogram, SIFT descriptors etc.

Recently, using these concept detectors, some promising

video retrieval methods have been reported [22, 27, 16, 6].

In this paper, we propose a novel use of these concept de-

tectors to further improve video retrieval.

The main contribution of this paper is utilization of the

semantic word similarity measures for the content-based re-

trieval of videos. We focus on two problems: 1) concept

retrieval, and 2) semantic retrieval. The aim of concept re-

trieval is: given a concept (e.g. “airplane” or “weather”),

retrieve the most relevant videos and rank them based on

their relevance to the concept. Similarly, semantic retrieval

can be summarized as: given a search query (e.g. “one or

more emergency vehicles in motion”, “US President George

Bush walking”) specified in the natural language (English),

return the most relevant videos and rank them based on their

relevance to the query.

Although there are several approaches that exploit the

context of low and mid-level features [25, 3], there are not

many approaches that explore context of high-level con-

cepts [24, 5]. This paper proposes a novel way for exploit-

ing the context between high-level concepts. The underly-

ing intuition behind our approach is based on the fact that

certain concepts tend to occur together, therefore we can

harness from this visual co-occurrence relations between

concepts in order to improve retrieval. In [4] it is reported

that excluding target concept’s own detector, 18 out of 39

concepts can be better retrieved using other concept detec-

tors and the visual co-occurrence relations. However, in or-

der to obtain visual co-occurrence relations, the annotated

video shots are required. The vital question here is “Can we

retrieve a concept for which we don’t have any annotation

or training examples?” In order to accomplish this goal, we

need to find some other relations to substitute the visual co-

occurrences. The semantic word similarity arises as a good

option for this substitution. Does semantic word similar-



ity have a strong correlation with visual co-occurrence? In

other words, do we see a vehicle when we see a car? Do we

see a person when we see a crowd? Do we see goalposts

when we see a soccer game? These are different degrees

of semantic relatedness, and intuitively it is apparent that

the semantic word similarity has some correlation with the

visual co-occurrence.

In this paper, we show that the semantic word similar-

ity is a good approximation for visual co-occurrence. With

the help of semantic word similarity a new concept–the con-

cept for which we don’t have any annotated video shots–can

be detected sometimes better than if we had its individu-

ally trained detector (SVM classifier). The key point of our

work is removing the need for annotation in order to retrieve

a concept in a video. Furthermore, using the same intu-

ition we propose a method for semantic retrieval of videos.

This is based on relevance of videos to user defined queries,

which is computed using the earth movers distance (EMD).

We have tested our method for retrieving new concept

on Trecvid’06 [21] test set. Our retrieval method works

better than the trained detectors on 7 out of 20 test con-

cepts. Overall, our method gives results close to the trained

detectors, and we show that even without any annotation

we can retrieve concepts with reasonable accuracy. Also,

we evaluated semantic retrieval method on Trecvid’06 and

Trecvid’07 [21] sets. We have obtained 81% and more than

100% performance increase over our text based retrieval

method on Trecvid’06 and Trecvid’07 sets respectively.

The paper is organized as follows: In the next sec-

tion the similarity measures will be presented. In sec-

tion 3, a method for retrieving new concept using similar-

ity measures will be discussed. In section 4, we will de-

scribe our semantic video retrieval method. In section 5,

we’ll present experimental results on the TRECVID’06 and

TRECVID’07 [21] video collections. And finally we will

conclude with discussions and future work.

2. Similarity Measures

In this section, visual co-occurrence and semantic word

similarity measures will be discussed. Visual co-occurrence

is a relation between two concepts; it simply signifies the

possibility of seeing both concepts in the same scene. In

order to compute visual co-occurrence, we need concept

annotations of video shots. On the other hand, the seman-

tic word similarity is the relatedness of two words, and it

is generally a common sense knowledge that we build for

years. Measuring this quantity has been a challenging task

for researchers, considering the subjectivity in the definition

of semantic word similarity.

2.1. Visual Cooccurrence

In order to obtain visual co-occurrence we use an an-

notated set of video shots. Video shots are taken from

Trecvid’06 development data and we use LSCOM anno-

tation. Then the visual co-occurrence is approximated as

pointwise mutual information (PMI) between two concepts

as below:

SimV isual(ci, cj) = Sigmoid (PMIV isual(ci, cj)) ,

where

PMIV isual(ci, cj) = log

(

p(ci&cj)

p(ci)p(cj)

)

,

Sigmoid(x) =
1

1 + e−x
,

ci, cj are the concepts and p(ci&cj) is the probability of

both concepts occurring together, and p(ci), p(cj) are the

individual probabilities of concepts. These probabilities are

computed using the annotation of training video data set.

Then Sigmoid function is applied for scaling the similarity

measure between the interval [0-1].

2.2. Semantic Word Similarity

Semantic word similarity has been widely studied, and

there are many semantic word similarity measures intro-

duced in the literature. Due to the subjectivity in the def-

inition of the semantic word similarity, there is no unique

way to compute the performance of the proposed measures.

These measures are folded into two groups in [14]: corpus-

based similarity and knowledge-based similarity measures.

The corpus-based measures try to identify the similarity be-

tween two concepts using the information exclusively de-

rived from large corpora. The knowledge-based measures

try to quantify the similarity using the information drawn

from the semantic networks. In this paper, we examine two

different semantic word similarity measures, Lin’s knowl-

edge based similarity measure [11], and PMI-IR [26] cor-

pus based similarity measure.

2.2.1 Lin’s Similarity Measure

Similar to many other knowledge based similarity mea-

sures, this measure uses WordNet [15] (which is a semantic

lexicon for the English language) as the knowledge base. It

mainly uses the information content (IC) of the concepts,

and the least common subsumer (LCS) of the concepts in

the WordNet taxonomy. LCS is the common ancestor of

two concepts which has the maximum information content.

In the Figure 1, LCS is described visually with an example.

The key idea in this measure is to find the maximum infor-

mation shared by both concepts and normalize it. Similarity

is measured as the information content of LCS, which can

be seen as a lower bound of the shared information between



concepts, and then normalized with the sum of information

content of both concepts. The formulation is as below:

SimLin(ci, cj) =
2 × IC(LCS(ci, cj))

IC(ci) + IC(cj)
,

IC(c) = −log(P (c)),

where the SimLin(ci, cj) is the similarity between concepts

ci, cj , LCS(ci, cj) is the least common subsumer of ci, cj ,

and IC(c) is the information content of the concept c.

Figure 1. In this example LCS of the concepts car and truck is the

vehicle in the given taxonomy.

2.2.2 PMI-IR Similairty

The pointwise mutual information using data collected by

information retrieval (PMI-IR) was proposed as a semantic

word similarity measure in [26]. The main idea behind this

measure is that similar concepts tend to occur together in

the documents more than the dissimilar ones. Actually this

measure is very similar to the visual co-occurrence measure.

The main difference is that instead of considering the visual

co-occurrence here we search for the text co-occurrence.

The pointwise mutual information between concepts is ap-

proximated using a web search engine, particularly in our

case we use Yahoo [2] web search engine. The formulation

is given as below:

SimPMI−IR(ci, cj) = Sigmoid (PMIIR(ci, cj)) ,

PMIIR(ci, cj) = log

(

p(ci&cj)

p(ci)p(cj)

)

,

= log

(

hits(ci NEAR cj) ∗ WebSize

hits(ci)hits(cj)

)

,

where hits(ci NEAR cj) is the number of documents in

which ci, cj occur in a window of ten words, WebSize is

the approximated by a number of documents on the web

based on Yahoo Search; hits(ci), hits(cj) are the number

of retrieved documents for individual concepts. Then, the

Sigmoid function is applied for scaling the similarity mea-

sure between the interval [0-1].

3. Retrieving New Concept

Traditional way of retrieving a concept can be summa-

rized in two steps. The first step is training of visual de-

tectors for each concept. For a selected concept, using the

annotated video shots, positive and negative sets of shots

are extracted, and visual features like edge orientation his-

togram are computed from the key frame of each shot. Next,

a detector (a classifier) is trained using these features. This

process is repeated for all concepts. This step assumes

that video shots for training have been manually annotated.

In the second step, the retrieval of the desired concept is

achieved by running all video shots through the desired con-

cept detector and the detection confidences are obtained.

After that the video shots are sorted using the confidences

and the sorted list is returned to the user. Although this su-

pervised training for concept detection is acceptable, man-

ual annotation of concepts in videos is a time consuming

task. Thus, supervised training is not a realistic approach

for retrieving all the concepts in the real world. In this

paper, we show that the retrieval of a concept can also be

performed in an unsupervised manner (without having any

annotated video shots of that concept) with a reasonable ac-

curacy.

In this section, we will discuss unsupervised retrieval of

a new (unknown) concept using other available concept de-

tectors and their similarity relations with the new concept.

From here on visual co-occurrence and semantic word sim-

ilarity measures will be referred as similarity measures.

Assume an annotated (known) concept set C = {cj}
M
j=1

,

where M is the total number of annotated concepts, and cj

is the jth concept in the set; and SD = {sk}
L
k=1

is video

shot database, where L is the number of video shots, and

sk is the kth video shot in the database. Then, the task of

retrieving a new concept is accomplished by computing a

relevance score for each shot, and then ranking the shots

based on their scores. The confidence that a given shot con-

tains a new concept is computed as a linear combination

of similarity measures between the known concepts and the

new concept, and the scores obtained from the known con-

cept detectors. Then this score is normalized by the sum of

the scores obtained by the known concept detectors. The

formulation is as follows:

Scorecn
(sk) =

∑M

j=1
Sim(cj, cn)Scorecj

(sk)
∑M

j=1
Scorecj

(sk)
,

where Scorecn
(sk) and Scorecj

(sk) respectively are the

confidences that the new concept cn occurs in shot sk and

concept cj occurs in shot sk. Sim(cj, cn) is the similarity

between the new concept cn and the annotated concept cj .

4. The Semantic Video Retrieval

The semantic video retrieval–search and retrieval of the

videos based on their relevance to a user defined text query–

has attracted a noteworthy attention in the recent years.

The traditional way of semantic retrieval is through the use



of the text information in the videos, which can be ob-

tained from the closed captions, automatic speech recog-

nition (ASR), or tagging. Several information retrieval ap-

proaches have been already proposed in the literature. On

the other hand, the use of visual content in semantic re-

trieval is relatively new. However, see some recent ap-

proaches [22, 27, 16, 6].

In this section, we propose a new method for seman-

tic retrieval, using the visual content of the videos through

trained concept detectors. The approach stems from the

intuitive idea, that is, new concepts can be detected using

the context of available concept detectors and the semantic

similarities between the new and known concepts. How-

ever, in this case instead of having only one new concept

we may have a group of new concepts in a query. Hence,

the problem becomes finding the relevance between a group

of query words and a group of known concepts. The com-

putation of this relevance is done in two steps. Initially,

both the query and the video shots are expressed using ap-

propriate representations. And then the relevance between

the shot and query representations are computed using the

earth movers distance (EMD) [19]. The overview of the

method is visually described in Figure 2. In order to per-

form the comparison, we also apply a text based retrieval

method which we will discuss at the end of this section.

4.1. Representation of the Query and Video Shots

Queries and video shots provide two different kinds of

information, and there is no obvious way for computing the

relevance between a query and a video shot. In order to

compute the relevance we need similar representations. In

this section, we will specify appropriate representations for

both queries and video shots.

Since queries are most often expressed as sentences,

there are many common words, such as ’off’, ’as’, ’to’,

which don’t necessarily contribute to the meaning of the

query, and create noise in the retrieval process. Therefore,

initially we remove the common words from the query us-

Figure 2. An overview of the Visual Content-based Semantic

Video Retrieval method.

Figure 3. EMD based distance computation between the visual

content and the query.

ing a common word list. Among the remaining ones, not

all the words have the same significance within the query.

Some words may contribute more, and some words may

contribute less to the meaning of the query. For instance,

in the query ’George Bush walking’, it is apparent that the

words ’George’ and ’Bush’ contribute to the query more

than the word ’walking’. The contribution weight can be

approximated by the specificness of the word. The informa-

tion content, which specifies the amount of information that

a word has, is a way to measure this specificness. Hence,

we weigh the words in the query based on their information

content, so that we will have a stronger representation of the

underlying semantic meaning of the query.

The visual content of the video is utilized through the

trained concept detectors. For a given shot, each concept

detector provides a score which is the confidence that con-

cept is present in the shot. Analogous to the query represen-

tation these scores can be seen as the weights for the corre-

sponding concepts, and the underlying semantic meaning of

the shot can be represented with concepts and their weights.

Each concept is expressed with a representative word.

The query q is represented as Rq = {(ai, wi)}
Q
i=1

, where

wi is the word, ai is its weight, and Q is the number of the

words in the query. Similarly, the video shot s is represented

as Rs = {(bj , cj)}
M
j=1

, where cj represents the known con-

cept, bj is its weights. In both representations the sum of

the weights is normalized to one.

4.2. Computing the ShotQuery Relevance Using
Visual Content

After finding expressive representations, the next task is

to compute the relevance between the shots and the query.

We consider both query and the shot representations as two

histograms, where concepts and query words correspond

to the bins, and the weights correspond to the values of

the bins (Figure 3). The computation of the distance be-

tween two histograms would be an easy task if the bins

in both histogram represent the same labels. But in our

case, we have two different groups of bins. Nevertheless,

since we can compute the similarity between a concept and



a query word, we know distances between bin pairs. There-

fore EMD (Earth Movers Distance) measure perfectly fits

to this problem. In this context, the distance becomes the

minimum amount of work needed to transform a query his-

togram into the shot histogram.

Given the query representation Rq = {(ai, wi)}
Q
i=1

, and

the shot representation Rs = {(bj, cj)}
M
j=1

, the distance is

computed solving the optimization problem given below:

EMD(Rq, Rs) =argmin

F={fij}

∑

i,j

fi,jDist(wi, cj),

with the following constraints:

Constraints :
∑

i

fi,j = bj,
∑

j

fi,j = ai,

fi,j ≥ 0, 1 ≤ i ≤ Q, 1 ≤ j ≤ M,

where EMD(Rq, Rs) is the distance between query q and

shot s, fi,j is the flow between two bins i and j, and the F

is the overall flow configuration which is optimized for the

minimum amount of the work. The distances between two

bins is described as:

Dist(wi, cj) = 1 − Sim(wi, cj).

Finally, the score of the shot for the given query is computed

as :
Scoreq(s) = 1 − EMD(Rq, Rs).

This optimization problem is solved using the linear pro-

gramming technique.

4.3. Retrieval Using Text Information

There are several existing text similarity measures,

which have been used for the information retrieval tasks. In

our text baseline, we use one of the most effective text sim-

ilarity measures according to [13]. Queries are extended

using synonyms of query words obtained from the Word-

Net. The relevance of the shot for the given query is com-

puted as the intersection of extended query and shot words,

divided by their union. Additionally, each word is weighted

with its length. This weighting depends on the hypothesis

that, in general, longer words are more likely to represent

the subject of a text string than the shorter words.

The extended query is represented as the set q =
{wi}

Q
i=1

, where wi are the words, and Q is the number

of the words. Text of the shot is represented as the set

t = {wt}
T
t=1

, where wt are the words and T is the number

of the words. Then the relevance of a shot for an extended

query is computed as below:

Scoreq(tk) =

∑

w∈q∩tk
length(w)

∑

w∈q∪tk
length(w)

,

where Scoreq(tk) is the text based relevance of shot sk,

tk is the text information of shot sk, and length(w) is the

length of the word w.

5. Experiments

For evaluation purposes, we mainly use the high level

feature extraction and automatic search test data set of

TRECVID’06 benchmark [21]. TRECVID’06 test data

set consists of 150 hours of multilingual news videos cap-

tured from American, Arabic and Chinese TV channels and

is split into 79,484 shots. On this test set, we evaluated both

of our methods, a method for retrieving a new concept and

a method for semantic retrieval. In addition, we also tested

our semantic retrieval method on TRECVID’07 test data set

which consists of 100 hours of news video entirely in Ger-

man split into 18,142 shots. We used 374 concept detectors

which are publicly available at [28]. These detectors are

trained using another 80 hours of news video. For Lin’s

similarity measure we used the Wordnet::Similarity pack-

age released by [17]. And we computed PMI-IR similarity

and information content using Yahoo search engine [2]. For

the EMD optimization problem we used source code pro-

vided by [19], with some manipulations for our needs. As

a comparison metric, we used average precision (AP) which

emphasizes returning more relevant documents earlier. It is

the average of precisions computed for the first k shots in

the ranked list where each k is the rank (e.g. 2nd,5th,...) of

a relevant document. Considering that AP is computed us-

ing the complete video shot database, even small value of

AP, e.g. between 3% - 30%, leads to very nice retrieval re-

sults. We also used mean average precision (MAP) (which

is the mean of average precision results for all the cases) for

comparison of methods in overall.

5.1. Evaluation of Retrieving New Concept

In this evaluation, we used TRECVID’06 (high level fea-

ture extraction) test concepts. Twenty test concepts include

events such as ’people-marching’, scenes such as ’office’ or

object classes such as ’bus’. In fact, we also have access

to the trained concept detectors for these concepts from 374

concept detectors set. Since test concepts should be the new

concepts, during the evaluation of the new concept retrieval

method we discarded the associated 20 concept detectors

and used the remaining detectors and the similarity mea-

sures. Also, we used these 20 detectors as a ground truth for

the comparison purpose. We performed three different eval-

uations of our retrieval method using visual co-occurrence,

Lin’s similarity and PMI-IR similarity.

Using visual co-occurrence, our method performed well,

and even it outperformed the trained concept detectors on

6 out of 20 concepts. Overall, even though the method

couldn’t perform as well as the trained concept detectors, it

performed very close. The success of visual co-occurrence

was expected, but the real surprise was the result of PMI-IR

similarity measure which performed better than the trained

detectors on 7 out of 20 concepts, and overall it performed



Figure 4. A comparison of different retrieval methods using Average Precision. MAP (Mean Average Precision) is shown at far right.

very close to visual co-occurence. Through these experi-

ments, we observed that an unsupervised retrieval of new

concepts can be accomplished with a reasonable accuracy.

We also repeated the same experiment for Lin’s similar-

ity measure. Unfortunately, it did not perform as well as

PMI-IR similarity or the visual co-occurrence. As it is

shown in the Figure 7, our retrieval method using visual

co-occurrence and PMI-IR similarity has almost the same

precision for several recall values.

Figure 5. Top 100 retrieval results for the new concept ’fishing’.

Figure 6. Top 100 retrieval results for the new concept ’shouting’.

For ’animal’ and ’police’ concepts our method with

PMI-IR similarity performed 80% better than the trained

detectors. ’sports, mountain, waterfront’ are some other

concepts for which our method performed significantly

better than the trained detectors. These concepts mostly

have strong contextual relations. Conversely, our method

couldn’t retrieve that well the concepts that mostly appear

in isolation, and have loose contextual relations such as

’screen, charts, maps, weather’. As a result, we observed

that the concepts with strong contextual relations can be re-

trieved better than by using individually trained detectors.

Overall, using just the context of available concept detec-

tors and the similarities, new concepts can be retrieved with

reasonably good accuracy.

We also applied our method to completely new concepts,

which are different from 374 concepts, and for these con-

cepts we don’t have trained detectors. Since we don’t have

ground truth for these concepts, we only demonstrate top

100 shots retrieved by our method using PMI-IR similar-

ity. Figure 6 and 5 show the retrieved shots for the “shout-

ing” and “fishing” concepts, respectively. Indeed, we didn’t

know if these exact concepts are present in our shot database

or not. However, this method can retrieve semantically sim-

ilar results. For instance, the retrieved shots for the “fishing”

concept mostly include ships, river, sea, and people which

are all semantically relevant to the “fishing” concept. Since

this method uses context of other concepts, it can also re-

trieve concepts which can not be easily recognized using

visual features. For example, even though “shouting” is not

a visually recognizable concept, the retrieved video shots

mostly contain demonstrations, protests, parades, entertain-

ment scenes, basketball games and fans which frequently

occur together with “shouting” concept.

The accuracy of our retrieval method highly depends on

the accuracy of the trained concept detectors. Even though

we don’t know the exact accuracy of the whole detector set,

we know that the MAP of the selected 20 detectors is 4.1%.

Method Name MAP

PMI-IR 3.3%

New Concept Retrieval Lin’s Similarity 2.4%

Visual Co-oc. 3.4%

Trained Concept Detector 4.1%

Table 1. MAP comparison of different concept retrieval methods.



Therefore, we believe that the MAP of the whole set would

be close to 4%. And the accuracy of our method with PMI-

IR similarity is 3.3%. As a conclusion, using a lexicon of

374 concepts new concept retrieval is 80% as accurate as

individually trained detectors. The MAP comparisons for

these methods are shown in Table 1.

Figure 7. Average precision-recall curves for different concept re-

trieval methods.

5.2. The Semantic Retrieval Evaluations

These evaluations are performed on TRECVID’06 and

TRECVID’07 test sets, and associated queries of automatic

search challenge. These 48 queries include events such

as ’walking, greeting’, objects such as ’computer, book,

door’ and also some named entities such as ’Saddam Hus-

sein, Dick Cheney, George Bush’. The exact expressions

of the queries can be found on the official website [1]

of TRECVID benchmark. In these evaluations, we com-

pared our visual content based semantic retrieval (VC-SR)

method with the text based semantic retrieval (TEXT-SR)

method. For the VC-SR we tested both Lin’s similarity and

PMI-IR similarity. We also experimented with average fu-

sion for combining the VC-SR and the TEXT-SR methods.

First, we tested the methods on TRECVID’06 test set.

As it is shown in Figure 8, the VC-SR with PMI-IR simi-

larity had significantly better performance than the TEXT-

SR on 17 out of 24 queries. Overall, with 3.4% MAP it

had 81% performance increase over the TEXT-SR. On the

other hand, even though the VC-SR using Lin’s similarity

gives very nice results on some queries; it could neither out-

perform the TEXT-SR method nor the VC-SR with PMI-

IR similarity. As expected, for queries which include the

named entities, the VC-SR methods did not perform as well

as the TEXT-SR. With a 3.7% MAP, fused results had 98%

relative performance increase over the TEXT-SR, and 9%

relative increase over the VC-SR with PMI-IR similarity.

The performance on TRECVID’07 test data set is sim-

ilar to TRECVID’06 results. Due to the space limitations

we are not able to include the results for each query, but the

overall performance is shown in Table 2. As expected, the

VC-SR with PMI-IR similarity gives the best performance

with 3.6% MAP, and MAP of the TEXT-SR was 1.6%. In

this evaluation, with 2.1% MAP, the VC-SR with Lin’s sim-

ilarity gives a better performance than the TEXT-SR. Since

we have less named entities in TRECVID’07 queries, text

based retrieval is not as effective as it is in TRECVID’06

evaluation. The VC-SR with PMI-IR gives almost the same

results on TRECVID’06 and TRECVID’07. The perfor-

mance of the VC-SR with Lin’s similarity in TRECVID’07

is better than TRECVID’06 results, and it outperformed the

TEXT-SR in TRECVID’07. Unlike TRECVID06, fusion

of TEXT-SR and VC-SR with PMI-IR decreased the per-

formance of VC-SR in TRECVID07.

Considering the fact that the MAP of trained detector

set in TRECVID’06 is around 4%, having 3.4% MAP for

semantic retrieval is a significant achievement. It is obvi-

ous that if we had stronger detectors the performance of the

VC-SR would be much better. Moreover, in many of the

previous studies [7, 22, 23] it is mentioned that increasing

the number of concept detectors will increase the perfor-

mance of semantic retrieval. We believe that qualitative and

quantitative increase of concept detectors will leverage the

quality of this approach in the future.

Semantic Retrieval Method MAP’06 MAP’07

Vision Based PMI-IR 3.4% 3.6%

Retrieval Lin’s Similarity 1.1% 2.1%

Text Based Retrieval 1.9% 1.6%

Average Fusion (Text + PMI-IR) 3.7% 3.5%

Table 2. MAP comparison for different semantic retrieval methods

on TRECVID’06 and TRECVID’07 test data sets.

Figure 9. Average precision-recall curves for different semantic

retrieval methods on TRECVID’06 queries.

6. Conclusions

This is perhaps one of the first attempts in using high

level knowledge for solving video retrieval problem in com-

puter vision. We proposed an effective way of using high

level semantic relations in video retrieval problem by estab-

lishing a bridge between the low level visual concept detec-

tors and semantic relations between such concepts.

Humans frequently use the context of known concepts

in order to learn new concepts. The work in this paper is



Figure 8. AP (Average Precision) results for different semantic retrieval methods for each query (represented by some selected words for

each query) in TRECVID’06. MAP (Mean Average Precision) is shown at far right.

motivated by this intuitive observation. We proposed two

different methods for semantic video retrieval using high

level contextual relations between concepts. These relations

are automatically extracted from text (language) resources

available on the web or hand crafted semantic networks. For

both of the proposed methods we have obtained promising

results to pursue further research on this newly emerging

field.
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